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The interdisciplinarity of the Social Engineering (SE) domain creates crucial challenges for the development and advancement of
empirical SE research, making it particularly difficult to identify the space of open research questions that can be addressed empirically.
This space encompasses questions on attack conditions, employed experimental methods, and interactions with underlying cognitive
aspects. As a consequence, much potential in the breadth of existing empirical SE research and in its mapping to the actual cognitive
processes it aims to measure is left untapped. In this work, we carry out a systematic review of 169 articles investigating overall
735 hypotheses in the field of empirical SE research, focusing on experimental characteristics and core cognitive features from both
attacker and target perspectives. Our study reveals that experiments only partially reproduce real attacks and that the exploitable SE
attack surface appears much larger than the coverage provided by the current body of research. Factors such as targets’ context and
cognitive processes are often ignored or not explicitly considered in experimental designs. Similarly, the effects of different pretexts
and varied targetization levels are overall marginally investigated. Our findings on current SE research dynamics provide insights
on methodological shortcomings and help identify supplementary techniques that can open promising future research directions.
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1 INTRODUCTION

Humans are a critical component of any computer system and, as such, are part of a system’s attack surface. Social
Engineering (SE) attacks aim to deceive individuals with the goal of gaining access to sensitive information (such as the
target’s credentials) and/or deliver malware on the target’s system (e.g., to “recruit” it into a botnet) [119]. The ‘human
vulnerabilities’ exploited by SE attacks are ingrained in human cognition and, thus, can be exploited by an attacker
by providing ‘input’ to a legitimate user of the system. As these vulnerabilities are shared across ‘human targets’, they
represent a rather stable attack surface, and allow attackers to avoid the complexity and costs associated with deploying
malware-based attacks [5, 79, 122]. For these reasons, SE attacks have gained a prominent role in the current threat
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landscape of information security [177, 178] and became the most common attack vector targeting Internet users at
large [26, 178], as well as enabling high-profile subversive attacks aiming at disrupting democratic processes [12, 21, 58].

Recent studies have observed an increasing sophistication of the techniques adopted by attackers to exploit human-
based vulnerabilities, moving away from simplistic phishing campaigns targeting the ‘mass’ of Internet users (of the
‘your email password will expire in 24hrs, click here to not lose all your emails’ type), into tailored multi-step attacks lever-
aging target weaknesses and target-specific information [6, 19]. Recent examples include lateral movement attacks in
organizations to study correspondence habits [80], multi-stage attacks bypassing two-factor authentication at scale [75]
and the continuous adaptation of attacks to societal conditions, such as the COVID-19 pandemic [25] or the widespread
usage of QR codes as an attack vector [42]. These attacks are often tailored against specific organizations or groups
of people, exploiting the specificity and characteristics of their targets [26, 80]. Therefore, research in this area needs to
capture multiple perspectives from a variety of disciplines, such as cognitive and social psychology, to grasp the nuances
of interactions between the technical aspects of an attack and the cognitive dimensions characterizing its human
element. Stemming from this, a new strain of empirical research emerged investigating the interplay between attack
features and cognitive effects [122, 144, 162]. However, the interdisciplinarity of the SE domain makes it particularly
difficult to identify gaps and open research questions as well as to interpret experimental results [6, 32, 79, 167, 189].
Efforts to study the cognitive aspects related to the SE domain are so far relatively unstructured, which hinders a
coherent interpretation of cognitive effects, replication of experiments and evaluation of gaps.

In this work, we carry out a systematic review of 169 research articles in the field of empirical SE with the aim of
identifying and characterizing open gaps between the features of human cognitive processes and empirical research
in SE. We employ snowball sampling on an initial collection of relevant literature obtained from the Scopus database,
and employ an established cognitive framework of SE [32] to derive the foundational cognitive dimensions evaluated
by the extant literature. Our criteria cover the experiment setup, the characteristics of the simulated SE attack, the
target’s cognitive processes and characteristics, and the interactions between such variables.

Our study shows that most experiments only partially reflect the complexity of real SE attacks and investigate only a
small portion of the overall attack space (e.g., single-step-mono-modal attacks, as opposed to more sophisticated – and in-
creasinglymore relevant [6] –multi-step-multi-modal attacks). Moreover, our review reveals that the exploitable SE attack
surface appears much larger than the coverage provided by the current body of research. For example, despite their high
relevance for both attack design and defense, factors such as targets’ context and cognitive processes are often ignored or
not explicitly considered in experimental designs. Similarly, the effects of different pretexts and varied targetization levels
are overall marginally considered. We find that the literature is overall focused only on a few experimental setups, it lacks
a common reference for attack targetization and the experimental outcomes are rather inconsistent in defining when a SE
attack is deemed successful. These issues limit the explanatory power of results, the reproducibility of experiments and in-
novation of experiment designs. Based on our findings, we report promising, interdisciplinary future research directions,
as well as still-untapped resources for the design of innovative experiments and effective defensive mechanisms.

RelatedWork. Previous research in the field of SE has been summarized in several literature studies, whose focus ranges
from an analysis of attack characteristics and victims’ underlying cognitive processes to a review of the proposed defense
techniques and of the performed experiment designs. Pfleeger and Caputo [144] survey behavioral science findings
relevant to cyber-security, which partially cover cognitive process features, for example, elaboration and behavior.
Darwish et al. [44] investigate the relationship between victims’ characteristics such as demographics and personality
traits (parameters) and phishing attacks, along with an analysis of existing detection techniques. Heartfield and
Manuscript submitted to ACM
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Table 1. Literature studies on Social engineering with their coverage ( means “covered”, G# “partially covered”, # “not covered”).
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Loukas [79] propose a taxonomy of semantic SE attacks along with their characteristics and review defense techniques,
similarly to Salahdine and Kaabouch [153] and Purkait [148]. Tetri and Vourinen [167] introduce a conceptual framework
for SE to analyze attack characteristics, parameters of targets and setting, and the execution SE attacks. Montañez et
al. [122] map existing studies on various aspects of SE attacks into a basic and selective framework of human cognition
functions, and delimit their considerations to artifact construction, short and long-term cognitive factors, attention
selection and behavior. Sommestand and Karlzen [162] analyze phishing field experiments by looking at experimental
variables, results (susceptibility rates) and experiment design features, such as explicit hypotheses, control variables,
etc. Finally, Franz et al. [64] present a taxonomy of phishing interventions for usable security that comprehends the
design of training experiments, including type of training, attack vectors and some contextual factors. The authors also
review the user interaction problem that touches the relevant cognitive processes, such as perception and elaboration.

Table 1 presents a comparison between our literature review and other surveys. Only the survey in [162] relates
attack characteristics and cognitive processes, although only implicitly and partially. By contrast, our analysis explicitly
considers target and attacker perspectives and relates them to each other, but without systematically analyzing the effect
size on SE susceptibility (we refer to Section 3.3 for the motivations underlying this choice). Other literature reviews
[122, 144, 167] focus on human behavior and cognition aspects, but do not relate those to SE attacks nor examine
aspects related to the experiment design. The survey in [64] relates parts of cognitive processes and experiment design
characteristics to SE attacks, but focus mainly on prevention and user interaction aspects. The other reported surveys
(i.e., [44, 79, 148, 153]) do not treat cognitive-related aspects neither look into the experiment design.

Outline. The paper is structured as follows. The next section introduces the background concepts on social engineering,
cognitive processes and empirical approaches adopted by SE studies relevant for the analysis. Section 3 describes our
methodology for data collection, lays out the research questions and derive the criteria used in the analysis. Section 4
presents the results of the analysis and Section 5 discusses our findings. Finally, Section 6 concludes the paper and
provides actionable insights and future directions.
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Fig. 1. The schema of SE attack (top) and experiment (bottom) phases.

2 BACKGROUND

To develop a structured overview of the empirical SE research and cognition we introduce background notions on SE
attack phases and characteristics, the cognitive processes at play during target exploitation, as well as the empirical
approaches adopted in the SE literature.

2.1 Social Engineering

The term ‘Social Engineering’ is used in information security to refer to a type of attack wherein an attacker manipulates
individuals to compromise the confidentiality, integrity, and availability of data and processes by exploiting human
vulnerabilities [189]. Fig. 1 represents the main phases of an SE attack. In the initial phase, attackers define specific
attack objectives (e.g., stealing credentials, obtaining sensitive information), identify potential target(s) of interest,
and gather relevant information in the reconnaissance and intelligence phases [6]. The gathered intel can include
contextual information on the targets and their environment to support attack orchestration and execution. During
the orchestration phase, attack artefacts, such as phishing emails and websites, are crafted accounting for the available
information. This includes forging identities, constructing believable pretexts and tailoring the attack towards the
target’s environment, such as tuning the language to match the tone and syntax to which the target is accustomed to
within that context. The adaptation of attack artefacts to their targets has recently become a prominent characteristic
of SE attacks [6, 26], in stark contrast with ‘classical’ SE attacks that are untargeted in nature and employ simple
techniques to persuade their victims [145]. The constructed artifacts are then delivered to the targets in the execution
phase. Finally, the attacker waits that the targets execute the attack payload (e.g., they submit their credentials) for
target exploitation. An attack can be cycled through multiple subsequent stages, during which the attacker can collects
additional information about the victims and attack environment, and escalates from there (e.g., to move horizontally
or vertically in an organization’s structure from the current advantage point) until it reaches their final objective [6, 80].

Attackers can exploit a variety of communication channels to deliver their attacks, such as email (phishing), voice
calls (vishing), SMSs (SMShing) or social networking sites (SNS), to lure targets and elicit information [172, 182].
Some techniques involve physical displacement, where the attackers physically perform parts of the orchestration and
execution stages by infiltrating buildings or visiting locations of interest, to achieve their goals [30, 171, 179]. Examples
are tailgating or dissemination of malicious QR codes, USB drives and decoy wireless access points. SE attacks play also
a role in Advanced Persistent Threats (APTs), where the threat actors have access to nation-grade resources and carry
out complex operations, such as (open source) intelligence and lateral movement, to engineer and deliver sophisticated
artefacts, such as tailored phishing emails or USB drives with payloads triggering 0-day exploits [26, 107].
Manuscript submitted to ACM
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Regardless of the level of sophistication, SE attacks tend to exploit ‘vulnerabilities’ inborn in human cognition, e.g.
faulty beliefs and cognitive patterns [34, 61, 95, 153, 167]. Attackers engineer cognitive attacks by constructing artefacts
able to exploit target’s processing weaknesses with the aim of convincing their target to comply with their request (that
being opening an attachment, a URL, or input confidential information to an attacker-controlled system). Therefore, the
investigation of cognitive effects (such as the effects of persuasion techniques on the outcome of a phishing attack [198])
and the involved processes (such as priming subjects before deploying an attack [95]), must be considered to understand
the underpinning mechanisms that bring to victimization. In the next section, we present the main components over
which the relevant cognitive processes develop.

2.2 Cognitive Processes

Cognitive sciences have identified a general set of components that constitute the architecture of human cognitive
processes, particularly in the fields of psychology, linguistics and neuroscience [14, 78]. This results in a variety of
theories and models accounting for mental capabilities of perception, memory, attention, reasoning, etc. However, the
connection between theories of cognition and SE attacks is less widely explored. For the purpose of this work, we adopt
the cognitive framework for SE proposed in [32]. This framework is distilled from existing theories of cognition and aims
to provide a means to structure and analyze SE attacks from a cognitive perspective. An overview of the framework and
its building blocks is shown in Fig. 2; the building blocks and their relevance for SE attacks are further detailed in Table 2.

Working 
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Memory

Perception

Elaboration

Attention

Heuristics Anomalies

Attack
parameters

Behavior

Target 
parameters

 fe
ed
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ck

 

Stimulus

 feedback 

Fig. 2. Conceptual framework of cognition for SE attacks (cf.
Table 2 for the blocks’ description).

A cognitive process is triggered by the arrival of a stim-

ulus (in the context of SE, for example, an email or a phone
call). Cognition translates the stimulus into percepts (perception,
where concepts and procedures about email communication,
awareness, writing style etc. are pre-loaded in working mem-
ory) [14, 16, 109] and routes those via attention (e.g., given the
relevancy of that email) to the elaboration system where the in-
formation contained in the stimulus is processed (e.g., weight-
ing different factors from the stimulus with contextual informa-
tion and percepts to formulate a decision whether to ignore or
respond to that email) [16, 18, 45, 59]. A behavior is produced as
the output of the cognitive process (e.g., clicking a link, deleting
or reporting the message, opening an attachment). This pro-
cess can be mediated by Parameters characterizing the subject
and their context (in the instant the stimulus is processed), and
influencing the cognitive process at all levels (perception, attention, and elaboration) [47]. Parameters can be attack pa-
rameters (𝛼), denoting the (explicit or implicit) assumptions of the attacker about the targeted subject characteristics and
context, and target parameters (𝜃 ), which denote the actual characteristics and context of the target. Examples of param-

eters can be short-term influencing factors, such as the current work load, or long-term, such as personality traits [122].
Attack and target parameters are further grouped into three main dimensions: personal subject dimension (𝛼𝑝 , 𝜃𝑝 ),
subject’s work-related/main activity dimension (𝛼𝑤 , 𝜃𝑤 ) and subject’s setting dimension (𝛼𝑠 , 𝜃𝑠 ); for details, refer to [32].

The described cognitive process runs on top of the Long-Term Memory, Working Memory and Central Executive
modules substrates, that serve as resources and controllers for the building blocks [14, 17, 18, 78]. The interested reader
can refer to [32] for further details on the framework, and examples of its application to real-world SE attacks.
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Table 2. Overview of the building blocks for cognition and social engineering. Full details are reported in [32]

Component Description Relevance for SE

Stimuli Any input (e.g., an event, a sound, a message) that triggers a cognitive
process. A stimulus is characterized by attributes describing its content
and form.

The stimulus represents the means by which the attack is delivered to the
target, e.g., an email or a voice call. Its attributes can be presence/absence
of a spoofed address in an email [116], style of writing [114], or the
presence of text aimed to evoke past memories of the target [199].

Perception A signal receiver that translates the stimulus into percepts. It is mediated
by other cognitive processes, like LTM associations, that can be concepts,
procedures and categorizations, e.g., facial features.

Before the (attack) stimuli arrive, the target may receive ‘priming’ stimuli
that do not necessarily result in behaviour (hence are not represented
explicitly in Figure 2) but may have strong effects on the subject’s subse-
quent decisions [40, 95]

Attention A set of systems that modulate the access to consciousness. Here atten-
tion refers to the central attention which has a limited capacity whose
allocation can be exogenous (controlled by the stimulus) or endogenous
(goal oriented by the Central Executive).

SE attacks exploit the lower amount of attention payed to stimuli that
may be of less relevance to a subject in a given moment but still calling
for action, like urgent or authoritative requests. Such is the case with
exogenous attention, which has been demonstrated to lead to higher
deception rates [125].

Elaboration A block responsible for reasoning, like making a decision. It evaluates
the available information from the loaded percepts and memory. It allo-
cates cognitive resources, e.g. Working Memory or Attention, based on
currents needs.

Its operation is influenced by many modulating factors, as personality
traits or past experiences. Two known factors that significantly influence
processing and, consequently, behavior in the context of SE are heuristics
and anomalies [61, 76, 186].

Anomaly A condition when Elaboration is unable to handle information that does
not fit an automated processing pattern due to, e.g., wrong or lack of
contextual cues, and engages in effortful processing, like consciously
directing attention and making use of Working Memory.

This mechanism is employed in anti-phishing training to allow for anom-
alies to be triggered, e.g., a mismatch between URL and the expected
domain name, where relevant (or “mediating") knowledge is instilled
(e.g. what is phishing, what the URL means, etc) and applied in practice
(e.g., embedded phishing exercise) [103].

Heuristic A condition in which Elaboration block has found a satisficing rule and
engages in low effort processing by relying on heuristics to evaluate
information and make inferences.

The effects of heuristics are commonly exploited in all sorts of SE at-
tacks, like phishing [194] or social networks [184], and are thought to
significantly affect the success of attacks [33, 134, 198].

Behavior The output of the process. It is the response of the whole system to
the stimuli, like complying or not complying with the request in the
stimulus. It can produce a new stimulus and initiate a new cognitive
cycle in a feedback fashion.

Depending on their objectives, SE attacks and simulations can elicit
different types of behavior which lead to different consequences. For
example, the success of an attack can be measured just by clicks on links
in an email or by submissions of credentials on bogus websites.

Parameters Properties characterizing the context in which the cognitive process
occurs. We distinguish between attack parameters (𝛼 ) and target param-
eters (𝜃 ): 𝛼 represents the assumptions that the attacker makes on the
targets and their context; 𝜃 characterizes the properties of the target and
the context in which the target is when the external stimulus arrives.

The distinction between attack and target parameters allows us to rea-
son on the level of targetization of an attack and its effectiveness as
the success of the attack is strongly related to the alignment of attack
parameters with target parameters [65, 69].

Substrate Description

Long-Term
Memory

A memory system where knowledge is held indefinitely. The two main types of memories are stored therein: explicit recollections of
factual information and implicit procedural memories.

Working
Memory

A limited capacity system allowing the temporary storage (Short-Term Memory) and manipulation of information necessary for complex
tasks as comprehension, learning and reasoning.

Central
Executive

An attentional control system that voluntarily manipulates the Working Memory functions.

2.3 Empirical approaches adopted by SE studies

The study of cognitive processes in the SE context is typically carried out through experiments that aim to reproduce
real attacks and measure the emergent behavior of the involved participants. A participant’s behavior is the result
of their cognitive process influenced by the attack stimuli as well as their cognitive and contextual characteristics.
Therefore, these constitute essential factors to be measured, controlled or evaluated in the experiment.

Different types of experiments have been conducted to study the effects of SE attacks, ranging from field and
laboratory experiments to observational studies. The choice of the experiment type usually depends on the scope of the
study and availability of resources: if environmental variables are of interest, a field experiment may be more apt to
study their effects on behavior, whereas a laboratory experiment allows researchers to isolate variables that are too
difficult or impossible to control otherwise. Field experiments, such as unannounced embedded phishing training [103],
are carried out within the natural environment of the participants, to retain ecological validity. Laboratory experiments
are, by contrast, used to measure the effects of specific contextual factors, such as user interfaces [163], or factors
related to cognitive processes, such as participants’ gaze [120]. However, the outcome of laboratory experiments may
Manuscript submitted to ACM
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not be easily generalizable to real-world settings, notably due to ecological constraints. Observational studies involve
the (retrospective) observation of the effects of risk factors or treatments, such as in case-control or cohort studies [7],
where any independent variable is out of control of the investigators. Other types of experiments commonly adopted
in empirical SE research are surveys and interviews, either by themselves, e.g. [51], or complimentary to lab and field
experiments [197]. These experiment types are particularly relevant when an effect cannot be observed directly, for
example the rationale behind the detection of an anomaly [197] or decision making [185].

The process to setup an experiment largely matches that of real attacks (cf. Fig. 1). In the preparation phase, re-
searchers define the experiment objectives and the hypotheses to be tested and, based on them, determine control
variables (i.e., independent variables used to control for confounding effects), treatments (i.e., independent variables
that are manipulated by the investigator), and outcome variables (i.e., dependent variables that may be impacted by
the independent variables). This usually involves identifying the relevant attack parameters along with the type of
stimuli and their attributes to be used in the experiment as well as determining the behavior of the studied targets to be
measured. The preparation phase also aims to identify the attack environment and potential victims. Thus, this phase
encompasses the reconnaissance phase of a real attack, in which the attacker identifies targets of interest, as shown
in Fig. 1. The subject selection phase encompasses the selection of the actual targets of the experiment, e.g., students
of a university or employees of a company, based on the identified attack parameters.

The artifact construction phase concerns the realization of the stimuli (and often involves the deployment of the
infrastructure) used in the experiments based on the attack parameters and hypotheses to be tested. This might include,
for instance, the implementation and deployment of a phishing website where the targets should submit their credentials,
thus determining how the targets’ behavior is recorded (orchestration phase in Fig. 1). The stimuli have to be constructed
in such a way they reflect the objectives of the study and the modeled threat. To this end, the artefacts may be adapted to
the subjects and include cognitive exploits or other features. The adaptation of the artefacts to the targets is particularly
critical for the final outcome of an attack: experiments and real-world cases indicate that attackers can leverage the
information on targets to build tailored messages, achieving high success rates both in absolute terms [6, 34] and relative
to those of non-tailored attacks [35, 63]. The execution phase concerns the delivery of the stimuli to the targets; in the
measurement phase the experimenter measures the outcome of interest, typically in terms of participants’ behavior
(e.g., clicks on link, credential submissions) or other indirect effects.

3 SYSTEMATIC LITERATURE REVIEW PROCESS

This section presents the methodology used to conduct the literature review.

3.1 ResearchQuestions

Our overarching goal is to advance the body of knowledge in the SE domain by identifying and characterizing open
gaps between the features of human cognitive processes and empirical research in Social Engineering:

RQ What are the open gaps and promising future directions in the empirical SE field?

We refine this question in a number of specific research questions covering the empirical approaches adopted by SE
studies (RQ1-4), and the studied cognitive effect (R5 and related subquestions, and RQ6). The relation between the RQs
and the overall process of attack engineering and experiment design covered by this literature review is depicted in Fig. 3.

Empirical approaches adopted by SE studies: We first explore the various empirical methods adopted in the
literature to understand how researches reproduce the SE attack process described in Section 2 and the different aspects
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Fig. 3. Overview of the research questions.

of real attacks that have (or have not) been covered with such methods. Although an experiment design can be very
nuanced, our aim is to capture the context of a study in terms of used empirical methods, sampled population, artefacts
and their tailoring to the subject population (reflecting ‘Attack characteristics’ in Table 1). The following question is
aimed to capture the empirical methods used in the SE literature:
RQ1 What empirical methods have been adopted to study cognitive effects in the SE literature?

A general limitation of experiments involving human subjects is the relation between the sampled population and the
external validity of results [154]. In the SE context, this is particularly relevant because experiment outcomes are largely
affected by the characteristics of the target population [33, 162]. The choice of the target population also reflects the
subject selection and reconnaissance stages of an SE attack process (see Fig. 1). This is reflected in the following question:
RQ2 Which subject populations have been considered to sample targets in empirical SE literature?

Artifact engineering is a critical step of any SE attack (cf. Fig. 1); thus, the artifacts used in an experiment plays a
crucial role in the understanding and interpretation of its outcomes. For example, it has been shown that the success
rate of SE attacks is largely influenced by the stimuli type and media used in the attack [81, 113]. We therefore ask:
RQ3 What types of artefacts have been considered for the delivery of social engineering attacks in empirical SE literature?

The tailoring of artefacts towards the targeted population (i.e., the alignment between attack and target parameters, in
terms of the cognitive framework presented in Section 2.2) is becoming an increasingly common practice in real-world
attacks [79, 153] and has been shown to have a significant impact on the outcomes of SE experiments [69, 162]. The
next question aims to explore the relation between target population and phishing artifacts to shed the light on the
study context and the level of attack targetization investigated in the literature:
RQ4 To what extent are SE artifacts tailored to the experiment subjects in empirical SE literature?

Cognitive features: Attackers are known to engineer their cognitive exploits, i.e., the construction of a believable
identity and pretext, to increase the effectiveness of SE attacks [6]. Therefore, the empirical investigation of cognitive
effects is a necessary step to understand the underpinning mechanisms that bring to victimization.

The long standing problem of why SE attacks work and the inability of current solutions to neutralize such attacks
have spurred researchers from information systems, human-computer interaction and computer security to explore and
Manuscript submitted to ACM
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isolate human-related factors affecting subject deception [46, 53, 199]. These represent the “SE attack surface” which
encompasses the ways an attacker can deceive the target to accomplish her goals and can be characterized along the
dimensions of: stimuli attributes, target characteristics (𝜃𝑝 , 𝜃𝑤 , cognitive processes) and the contextual situation around
the target (𝜃𝑠 ). Our aim is thus to understand which factors of the SE attack surface have been investigated in empirical
studies to analyze SE attacks. This leads to the following research question:
RQ5 Which cognitive features of SE attacks have been tested empirically in the SE literature, and in which experimental

settings?

This question can be further refined based on the features of the cognitive process presented in Section 2.2:
RQ5.1 What stimuli attributes have been investigated?

RQ5.2 What target and contextual characteristics have been investigated?

RQ5.3 What effects on perception have been investigated?

RQ5.4 What effects on attention have been investigated?

RQ5.5 What effects on elaboration have been investigated?

RQ5.6 What types of behavior have been investigated?

On the other hand, effects at the level of a specific component of cognition may vary (e.g., being reinforced or
neutralized) by the engagement of other components. These interactions have been reported in previous studies, for
example perception manipulation lead to mixed effects on behavior [95, 139] and elaboration [66]. These interactions
are also affected by the level of tailoring of an artifacts [65, 81]. We therefore posit the following research question:
RQ6 What interactions between cognitive features have been studied in empirical SE literature?

3.2 Paper collection

To cover the wide and interdisciplinary SE landscape, we choose the Scopus database as the initial data source. Scopus
is a large multidisciplinary database covering published material in the humanities and sciences. Compared to other
databases (e.g., Web of Science), Scopus is among the databases that indexes the highest numbers of unique articles in
computer science [38] and provides a wide coverage of venues (journals ad conference proceedings) [57], including most
of the top tier venues on security (e.g., IEEE Security & Privacy, ACM CCS, USENIX Security) and on human-centric
security (e.g., ACM CHI, SOUPS).1 Additionally, Scopus includes only peer-reviewed studies and offers a set of tools
that allow one to limit the search to titles, abstracts and keywords, and to subject areas (e.g., computer science), thus
providing an efficient means for the lookup of relevant studies while keeping a high recall.

To answer the research questions presented in the previous section, we collected previous literature by building the
following search query, which relates social engineering, empirical research and cognition:

TITLE-ABS-KEY (("social engineering" OR phishing OR scam*) AND (empirical* OR experiment*) AND

(cognit* OR psycholog* OR behavi* OR persua* OR influenc*)) AND (LIMIT-TO(SUBJAREA, "COMP"))

We derived the specified keywords from our research questions, and included keywords phishing and scam to cover
papers where social engineering is not mentioned explicitly.2 psychology is included because it is a concept closely re-
lated to behavior, while persuasion and influence techniques are the main purpose of SE attacks. Finally, empirical
and experiment are related to RQ1-4. The search query was executed on the Scopus database as of August 2021 on
title, abstract and keywords, and limited to papers published until December 2020 in the Computer Science subject area.

1From the best of our knowledge, the only top security venue not indexed in the Scopus database is NDSS.
2We did not observe any substantial differences when executing the query with more specific keywords such as vishing, smishing, etc.
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Table 3. Inclusion criteria for the SE literature.

Inclusion (a paper must)

Be published in English
Be an empirical study
Use principles and techniques from cognitive sciences as
independent or outcome variables
Describe an SE attack

Query definition 

Query execution
on Scopus 

65 papers

Filtering on abstract,
title & full read

194 papers

Snowballing &
Filtering

169 papers

104 papers

to saturation

Fig. 4. Paper selection process.

To be included in the review, a paper must satisfy the criteria in Table 3. The third criterion derives directly from RQ5

and is meant to cover aspects related to human information processing and behavior. The fourth excludes works not
considering SE attacks, e.g., studies only focusing on training without a simulated SE attack. An example of a study that
satisfies such criteria is a phishing susceptibility study written in English (1st criterion) where simulated phishing emails
are sent (2nd and 4th criteria) and relevant behavior measured (e.g., clicking links in emails, 3rd criterion) [123]. A study
that does not satisfy the criteria is an evaluation of phishing detection algorithms (not satisfying the 3rd criterion) [176]
or a survey measuring the self-reported victimization and connected factors (not satisfying the 4th criterion) [39].

We applied snowballing to the papers retrieved from Scopus and meeting the criteria in Table 3 till saturation is
reached, i.e., when the snowballing process yields no additional papers. This ensures our paper sample comprises relevant
papers that may not be covered by the Scopus database and/or papers missed by the search query (e.g., due to title or
abstract non including the required keywords). The references gathered with the snowball procedure were looked up on
Google Scholar and retrieved from the publisher website. The summary of the whole procedure is shown in Fig. 4. The
filtering step in the figure corresponds to the application of the criteria of Table 3 on title and abstract first, and on the full
reading afterwards. Similar articles by the same authors, such as conference papers extended into journal papers, were
excluded and only the latest more extended versions were included in the literature review. Whenever ambiguities arose
in reviewing a paper (e.g., border cases), the article was analyzed and discussed between the authors till an agreement
was reached. Out of the 194 papers initially found, 65 met the inclusion criteria for the analysis and after the snowballing
saturation and filtering cycles additional 104 papers met the criteria, for a total of 169 papers included in the review.

3.3 Evaluation Approach

Empirical approaches. To characterize the study design (RQ1-4), we categorize the experiment types (i.e., field exper-
iment, lab experiment, observational study, survey, interview), population type (e.g., general public, students, university
staff, company employees), attack vectors or stimuli (e.g., email, voice, social network) and the degree of attack targetiza-
tion studied in the selected literature. Similarly to [162], we classify attack targetization in: individual (I), population (P)
and generic (G) to denote whether the attack employs information about a specific individual, or a category of individuals.
In addition, we use class (U) to denote that the provided information is insufficient to determine the degree of targetiza-
tion. We determine the degree of targetization by analyzing the matching between the subject selection procedure (target
parameter) and the subject parameters assumed in the attack (attacker parameter). Specifically, we considered the stimuli
and treatments (the content, relevant attributes, such as the sender or pretext, and their variations) with respect to the
intended recipients and the overall context described in the study. Lab experiments have often been carried out in online
environments, such as crowd sourcing platforms, and are broadly considered an extension of physical locations [169];
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therefore, we retain the label ‘lab experiment’ for such cases. In addition, many field and lab experiments include one or
more surveys (and possibly interviews) as part of their data collection method. In these cases, we include the survey label
in categorizing an article when such survey measures a distinct dependent variable that relates to the cognitive features,
such as ‘susceptibility awareness’ [113] or ‘reasons for behavior’ [115], in contrast to, e.g., only demographics [62].

Cognitive Features. The criteria used to answer RQ5 and RQ6 directly stem from the features of the cognitive frame-
work presented in Section 2.2. We apply the identified criteria to the experiment design of the selected studies, and focus
on tested hypotheses and/or research questions. We consider only quantitative or qualitative results that are explicitly
reported in the results section of the paper. Specifically, for each hypothesis/research question in a paper, we identify
control variables, treatments, and outcome variables, and map them to the features of our framework. As some variables
(e.g., attributes of a stimulus) can be used to manipulate the cognitive process further down the cognitive pipeline,
we also capture indirect effects whereby a manipulation can have cascading effects on other blocks (e.g., triggering a
cognitive bias in Elaboration). This allows us to map the effects ‘modeled’ in the experiment design (i.e., what the study
aims to investigate) on the components of the cognitive framework presented in Section 2.2. We do not capture the direc-
tionality of effects, as a direct (and fair) comparison is not possible, as it would require matching formulated hypotheses
across different study designs (including subject groups, domain of application, artefact implementation); differently, in
this study we are interested in capturing the relation and mapping of these hypotheses to the relevant cognitive features.

Overall, we identified 792 hypotheses, of which 57 were removed because not relevant (articles fulfilling the selection
criteria of Table 3 can contain hypotheses that are out of scope, e.g., measuring task duration, memory performance),
for a total of 735 hypotheses included. It is worth noting that, when no hypothesis/research question was explicitly
provided, we derived them from the experiment description and/or method section.

Stimuli attributes. We report the attributes describing stimuli content and form, such as look&feel, pretext or legitimacy
of a message (RQ5.1). Additionally, we report whether the attacker of the simulated SE attack needs to actively interact
with the target, for example, an instant message (IM) would usually require an active interaction from the attacker,
while an email is commonly a one-off delivery with no further interaction.

Target parameters. We identify the target parameters (𝜃𝑝 , 𝜃𝑤 , 𝜃𝑠 ) that have been included in the study as experiment’s
variables that relate to personal, work or contextual characteristics of the targeted sample (RQ5.2). Here we only focus
on target parameters because attack parameters are usually already implemented in the stimuli and their attributes, and
not used as treatments or control variables.

Perception. We indicate whether the study investigates any effects on perception, e.g., in terms of presence of any
pre-attack stimuli or priming operation prior to the delivery of deceptive stimuli (RQ5.3). An example of pre-attack
stimuli can be sending an SNS request prior to attack stimuli delivery [24]; on the other hand, an example of priming is
the influencing of participants with the notion of phishing before a phishing classification task [137].

Attention.We report when the study focuses on effects related to attention, i.e., as a (in)dependent variable (RQ5.4).
To better characterize attention, we also extracted which types of attention is engaged during the attacks, since this
influences Elaboration and conditions the final behavior. We identify two possible (central) attention types as inferred
from the experiment design: exogenous when the supplied stimuli are not part of the current activity goals of a target and
endogenouswhen the target is attending the stimuli as part of their activity goals [32]. This distinction is relevant because,
e.g., exogenous-driven attention can lead to a lower amount of cognitive resources used and the activation of heuris-
tics [125]. For example, the use of exogenous attendance typically occurs in phishing susceptibility exercises at companies
where the targeted employees are busy attending their daily activities when the (unannounced) phishing email arrives.
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On the other hand, in a lab experiment where participants actively attend stimuli to, e.g., classify screenshots of phishing
websites, attention is labelled as endogenous. When not enough information is provided, we label attention as unknown.

Elaboration. To provide an overview of the effects and interactions pertaining to Elaboration studied in the literature
(RQ5.5), we identify experiment variables concerning direct and indirect effects of stimuli and their attributes on
Elaboration. Examples of such effects are the cognitive effort spent in processing a stimulus, measurements of reasons
for a certain behavior or the activation of cognitive biases [128, 191, 197]. We also include the activation of heuristics
and anomalies, which is often linked to the manipulations of the artifact, e.g., the manipulation of the pretext of an email
to reflect urgency or introducing misspellings in the text [20, 74]. It is worth noting that directly measuring the effects
on Elaboration, such as the actual activation of heuristics and anomalies, could be particularly challenging as effects
are difficult to isolate [49]. Therefore, their effects are often measured indirectly in relation to the outcome variables of
SE susceptibility. To this end, we also investigate the studied indirect effects in the analysis along with the experiment
types employed to measure them, as this allows us to get valuable insights on the state of empirical SE research.

Behavior.We identify the types of measured behavior (RQ5.6) to draw a picture of what are the different measurements of
attack success investigated across the literature. Behaviors typically include clicks on links, submissions of information
on bogus websites or judgments of stimuli in classification tasks, for example, flagging legitimate/not legitimate websites
or intention to reply/delete a message.

Features interactions. The collection of independent and depended variables for each hypothesis/research question of
a study allows us to examine the studied interactions between different variables mapped on the cognitive framework
(RQ6). To this end, we record the separate hypotheses and related variables along with the respective type (i.e., treatment,
control and outcome). An interaction is thus computed as an instance of two variables related to two distinct cognitive
features on a per hypothesis basis, e.g., an hypothesis postulating that the usage of a persuasion technique in a message
(stimulus attribute) has some effect on elaboration, and controls for subjects’ age (𝜃𝑝 ), is counted as one interaction
between stimuli attributes and elaboration, one between stimuli attributes and 𝜃𝑝 and one between 𝜃𝑝 and elaboration.

4 RESULTS

In this section we present the analysis of our literature study. Results are presented by following the research questions
specified in Section 3.1: we first present our findings with regard to empirical approaches adopted by SE studies (RQ1-4);
next, we provide an overview of the cognitive features studied in the identified literature and a detailed analysis of each
feature (RQ5.1-5.6). Finally, we analyze the interactions between cognitive features (RQ6).

An important consideration for results interpretation is that, whenever a figure reports the number of papers (‘#
papers’), it should be read as “the number of papers where [this feature] has been included/employed”,
unless not stated otherwise. This implies that the total sum of reported papers can be greater than the number of papers
considered in the review, as a single paper can include more than one feature (e.g., modelling multiple covariates in
a study). A comprehensive categorization of the literature sample is available in the supplementary material.

4.1 RQ1: What empirical methods have been adopted to study cognitive effects in the SE literature?

Fig. 5 shows the distribution of papers in our sample over the years. The first works appeared in 1996 and the number
of publications has been constantly increasing across the years, with the exception of the last three, especially with
regards to field experiments. Overall, the majority of studies are lab experiments (44%), followed by field experiments
(42%), surveys (29%) and interviews (7%). Some papers report on more than one experiment type; for example, 19% of
Manuscript submitted to ACM



Cognition in Social Engineering Empirical Research: a Systematic Literature Review 13

0
2
4
6
8

10
12
14
16
18
20
22
24
26

0.00

0.25

0.50

0.75

1.00

≤ 2005
2006

2007
2008

2009
2010

2011
2012

2013
2014

2015
2016

2017
2018

2019
2020

#
 p

a
p

e
rs

R
a

tio
 o

f n
e

w
 a

u
th

o
rs

Lab exp. (44%)

Field exp. (42%)

Survey (29%)

Interview (7%)

Obs. study (2%)

Fig. 5. Distribution of papers by year across study types and ratio of new authors per year.

all field and lab experiments are complemented by a survey to capture additional variables and relevant factors needed
for the testing of one ore more hypotheses, such as participants’ susceptibility awareness [113] or their reasoning
patterns [115]. Interviews appear to be less common to study cognitive effects, albeit present throughout the whole
period, whereas observational (e.g., retrospective) studies looking at cognitive effects are only rarely reported in the
literature. In particular, we find only three observational studies that involve some kind of measurement of cognitive
features. For example, one such work measured clicks from real phishing campaigns by studying data from taken-down
phishing websites and correlating the behavior of users with the campaign attributes [73]. Another study estimated
actual and future clicks on links in real phishing campaigns as a function of persuasion techniques employed in the
emails [175]. A distinguishing aspect of these works is that they measure real SE attacks and real user behavior, for
which data is generally difficult to gather, explaining the relative low number of such studies in the extant literature.

Our analysis reveals that the number of unique authors per year follows a distribution similar to the one reported for
papers in Fig. 5. The ratio of new authors per year (red line in Fig. 5) shows that, during thewhole period, at least half of the
authors each year were new, bringing the total number of unique authors as per 2020 to 371. Among authors there seems
to be some “specialization” in specific empirical methodologies: anti-phishing awareness and trainingmethods carried out
with mix of lab and field experiments (e.g., [53, 72, 104, 158]); attack susceptibility via email and SNS, effects of heuristic
processing (e.g., [77, 184, 185, 188]) and persuasion techniques (e.g., [116, 198, 200]) which were mostly investigated with
field experiments; and effects of priming [137, 139] and training efficacy (e.g., [165, 187]) tested in lab experiments. We ob-
serve an overall decrease in activity in terms of output volume around 2018. Untangling the reasons for such dynamics is
out of scope of this review. Nevertheless, a possibility is that there is a relative ‘saturation’ of research questions that can
be tested with techniques already familiar to researchers. In that regard, insights from this literature survey aim at open-
ing the field to new research directions, expanding the scope of empirical research in this area. A discussion is provided
in Section 5. An analysis of the sample size employed in the extant literature is reported in the supplementary material.

4.2 RQ2: Which subject populations have been considered to sample targets in empirical SE literature?

Fig. 6 provides an overview of the subject populations employed in empirical SE literature across study types. The figure
shows that almost half of the studies involved student populations as participants (45% of papers), targeting mostly
university students and, in two cases only, pre-college students [108, 165]. The second most frequent target population
are users from the general public (33%), that is, subjects not sampled from any specific group (such as an institution).
This category mainly consists of general Internet users and, in some cases, some very broad categories such as Facebook
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users [24, 182] or eBay users [89]. University staff (faculty and support) and non-university staff (company or institution
employees) come in similar proportions (15% and 14%). Two studies involve a less common sample of participants: a study
on phishing susceptibility of seniors [125] and a field experiment with older vs. young adults [113]. The unknown cate-
gory contains two studies for which it was not possible to determine the population type due to insufficient details in the
experiment description (e.g., participants recruited with fliers around the campus, but no further detail is provided [202]).

The prevalence of studies targeting the student population suggests that many experiments are carried out with
convenience samples out of the pool of subjects available at universities. This indicates an overall under-representation of
studies focusing on other target groups, such as employees in organizations or professionals active in different domains.
University and non-university staff samples are almost equally represented; however, the former represents only one type
of organization whereas the latter consists of a mix of companies and institutions operating across very different domains
such as finance, construction/manufacturing, and NGOs. This is at odds with the observation that targeted attacks often
aim at companies and institutions other than universities [19], suggesting that academic studies and experiments may be
overall of only limited relevance for ‘real world’ attacks. For example, findings in [33] and [102] suggest that the effects
of targeted attacks may vary substantially depending not only on subject characteristics, but also on the domain in which
the organization operates. Interestingly, experiments with general population samples are mostly lab experiments, while
non-university staff is for the great part used as a subject pool in field experiments. This may depend on the effort needed
to implement certain recruiting procedures (e.g., recruiting general public participants for a field experiment may be
more difficult than for an online lab experiment), and the need to achieve a desired control of study variables (i.e., in field
settings it may be unattainable to control specific factors such as workload or attention at the moment of the attack). On
the other hand, some of these difficulties may be mitigated for experiments in organization settings, where the researcher
may have access to fine-grained data to control, for example for stratified sampling, or measuring confounding variables.

Overall, we observe a general trend of recruiting subjects from the general public in lab experiments and non-
university staff in field experiments. Conversely, students are largely recruited in both type of studies, with potential
limitations on the external validity of the associated findings. Therefore, the problem of characterizing the effects of
SE attacks on company and organizations employees, and across domains, remains open. Further, highly vulnerable
categories such as senior citizens and youngsters remain widely understudied.

4.3 RQ3: What types of artefacts have been considered for the delivery of social engineering attacks in
empirical SE literature?

Fig. 7 shows the prevalence of different types of stimuli across study types. Emails are the most commonly employed
stimuli followed by websites and, to a lesser extent, SNS. URLs only and voice calls are also studied, but much less
Manuscript submitted to ACM
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prevalent. Other stimuli includeWi-Fi access points and instant messages [98], pop-ups [125], physical media (brochures,
mail, affixed QR codes) [95, 179, 195] and in person deception [30]. The high popularity of attacks with emails and
websites is not surprising, given their popularity as attack vectors. On the other hand, attacks conveyed by media other
than email and websites are widely under-represented despite these being increasingly often reported in the wild [19];
examples are deception over voice [22] or Stuxnet-like attacks [106], and more in general multi-step-multi-media
attacks, such as reverse SE on LinkedIn [6] or lateral movement attacks in organizations [41]. Studies reproducing these
attack scenarios are largely not yet reported in the literature.

As email and websites are tightly linked and generally part of the same attack procedure (e.g., email with a URL linking
to a counterfait login interface), Fig. 8 offers a breakdown of these dimensions. Studies reported under each label are
studies that employ that stimulus type (e.g., URL) but not the other (e.g., website). Studies employing both are reported
as email,website. We can observe that the majority of experiments investigate these stimuli individually. This implies that
most studies assume that phishing attacks are successful when the target executes one action only (e.g., click a link or open
an attachment) [46, 199]. On the other hand, this is generally not the case in reality [63]. Therefore, these studies may not
accurately capture real victimization rates. For example, tech-savvy usersmaywant to preview aURL they detect as phish-
ing out of curiosity, without the intention to input their credentials on the landingwebpage [62]. Further, users are known
to commonly engage in multi-modal communications (e.g., voice and text, email, SNS, instant messaging) for both per-
sonal and professional communications. These happen across multiple devices, such as personal computers and portable
devices all with their own user interfaces (that condition how stimuli are consumed, and how deception takes place).
These dynamics stress the need to account for multi-step-multi-modal scenarios for future experiments in this area.

Nonetheless, we find a number of studies featuring email and website combinations (and possibly other stimuli on
top of those3). We observe that the majority of these are field experiments, for example simulating phishing campaigns
with a website asking some information. Interestingly, there are only few lab experiments in our sample that reproduce
two-step SE attacks, e.g. [8, 108, 201]; the sheer majority of lab experiments feed participants with one stimulus at the
time, often in a static fashion, such as screenshots of emails, where no interaction is possible. This signals a tendency
to prefer one-step attacks in laboratory settings with either emails or websites compared to other, more realistic and
complete experimental setups. This highlights an open opportunity to explore cognitive effects in multi-step attacks
with more simulations in laboratory settings; some researchers have already moved into this direction [56, 135, 163].
From Fig. 8, we can observe only three field experiments that use websites in combination with other stimuli types (field
3Among the few works that did combine email,website and other stimuli, Workman et al. [194–196] utilized a combination of email, website, voice call
(and mail) but without providing details on the specific behavior(s) being measured.
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experiments using only websites are absent due to the practical limitation of delivering websites to subjects without
other media); these studies use access points [98], SNS [160] and QR codes [179].
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Fig. 9. Distribution of papers with respect to stimuli types and targeted
populations.

Fig. 9 shows the distribution of papers across
stimuli types and targeted populations. Emails
and websites have been studied with all types
of target populations, while other stimuli types
are not evenly represented across populations:
for example, voice calls were exclusively utilized
with university and non-university staff, and so-
cial networks mostly with students and general
public. There is only one study where SNS were
employed to simulate an attack against company
employees by impersonating a fake employee to infiltrate closed groups on LinkedIn and later post a malicious link [160].
This emphasizes the importance of expanding SE empirical research to cover as many diversified population samples
with as much attack surface as possible, for example, in terms of stimuli types and sequential attack stages. To this
end, frameworks able to capture the (cognitive) processes triggered by SE attacks, as the one presented in [32], can
help defining a coherent and consistent account of possible interactions between multi-stage stimuli, and help identify
relevant target population and methodological choices to employ for their investigation.

4.4 RQ4: To what extent are SE artifacts tailored to the experiment subjects in empirical SE literature?

Fig. 10 shows the distribution of attack targetization over experiment types. The studied attacks are mostly targeted
against generic populations (68% of papers) and against specific populations (32%). Only four papers study attacks
against specific individuals (2.4%), for example, by investigating the effects of increasing degrees of targetization [170]
or of training against spear-phishing attacks [34]. By contrast, recent attacks already show signs of automated tailoring,
such as automatic detection of the affiliated company based on the domain in the user’s email address and integration of
that company’s logo into a fraudulent webpage [166]. We expect this type of attacks to be observed more often in the wild
due to the possibility of automatically scraping data of potential targets across OSINT sources and data leaks [6], which
can be semi-automatically exploited using specialized toolkits for tailored phishing [146]. This positions the current state
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of empirical SE well behind the future of scalable targeted attacks against which current defensive strategies may need
to be adapted. Surveys and interviews capable of providing qualitative insights on targeted effects are especially lacking.

From Fig. 10, it also emerges that a number of studies consider both ‘general’ and ‘population’-targeted attacks (16%
of papers), showing that attack targetization is responsible for large changes in expected success rates. For example,
Holm at al. [81] report a fourfold increase in attack success rate when the pretext is tailored to the subject population. A
number of other studies provide similar insights [9, 10, 194, 196], suggesting that targetization is an important variable
to account for in SE studies. This is contrasting with the fact that many studies do not gauge the level of targetization
of the used stimuli. Hence, it often becomes impractical to compare the results between apparently similar experiments
with similar populations, but with differently adapted stimuli [69]. To address this, future studies could benefit from a
consistent accounting of the adaptation degree between stimuli, targeted population and, where possible, the target
context. With respect to the framework in Fig. 2, this translates to determining the degree of matching between target
and attack parameters and account for such a degree during artifact construction.

4.5 RQ5: Which cognitive features of SE attacks have been tested empirically in the SE literature, and in
which experimental settings?

Fig. 11 presents an overview of the cognitive features studied in the identified literature, and their employment in the
respective experimental designs as treatment, control, or outcome variables; features only indirectly included in a study
design are reported as ‘indirect’. Unsurprisingly, the most studied feature is behavior, mainly as an outcome variable
(in 96% of papers) and/or as a control variable (25%; again, note that a single variable may be used in different ways
within the same paper). Personal target parameters (𝜃𝑝 ) are the second most studied feature (14% as treatment, 59%
as control and 21% as outcome) followed by stimulus attributes (29% as treatment, 58% as control and one instance
as outcome); by contrast, only few papers consider perception (6% as treatment, 3% indirect and one as control) and
attention (2% control and 1% indirect). This suggests that extant research tends to focus more on the effect of subject
characteristics on phishing than on contextual factors affecting the subject at (or around) the time of the attack.

All target parameters (𝜃𝑝 , 𝜃𝑤 , 𝜃𝑠 ) are for the largest part used as controls. However, 𝜃𝑝 and 𝜃𝑤 have also been
instrumented as treatments, often in the form of anti-phishing training/awareness in either personal or work-related
contexts. 𝜃𝑝 have also been instrumented as outcome variables in studies interested in situational variables (such as
perceived susceptibility, awareness, risk) and in how these variables are influenced by other factors, e.g. [11, 126]. 𝜃𝑠

have been almost exclusively used as control variables; when used as treatments, they were employed in the form of
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incentives provided to the participants [110, 127, 159, 205]. Overall, we find that the extant literature tends to focus
on the personal characteristics of the subjects, overseeing the setting in which the attack takes place.

Perception has been mainly ‘manipulated’ with treatments aimed at ‘priming’ participants (e.g., [24, 36]) or indirectly
trigger the activation of generic vs. specific percepts with highly contextualized stimuli (e.g., [65, 81]). We find that
attention is the least investigated feature in empirical SE: two studies indirectly manipulated attention [186, 188] and
other four studies used attention as a control in relation to the outcome variable, e.g. [125, 192].

Elaboration, Heuristic and Anomaly are generally studied in terms of outcome and indirect effects, and are less fre-
quently employed as control variables. Attempts to measure Elaboration features include mostly cognitive effort and elici-
tation of reasons for behavior (e.g., [126, 179]). Heuristics andAnomalies features are predominantly studied as indirect ef-
fects of cognitive biases and anomalies [20], and as outcome variables in terms of heuristics and trust indicators [46, 186].

The overview of the status of empirical SE research reported above indicates that there might be certain ‘boundaries’
with respect to what is being measured and what is possible to measure with the available techniques. For example,
investigating effects of stimuli attributes and target parameters (𝜃 ) on behavior is highly relevant, particularly for more
advanced and targeted attacks, but somewhat limited by the uncertainty of indirect measurement methods; on the
other hand, directly measuring and manipulating Elaboration-related features would be invaluable but so far infeasible
except in very narrow applications: some cognitive processes simply cannot be measured till technologies, such as
brain implants are made available [147].

4.5.1 RQ5.1. What stimuli attributes have been investigated?

Fig. 12 shows the distribution of stimuli attributes across stimuli types.Whereas a large body of literature evaluates the
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Fig. 12. Distribution of papers with respect to stimuli at-
tributes and stimuli types.

effect of legitimacy, persuasion techniques, look&feel character-
istics (i.e., layout, design, logos, writing style, etc.) and pretexts,
the effect of warnings and the means by which the stimulus is
delivered to the target (communication channel), appear to be
far less developed. Active interactions across multiple stimuli
between attacker and target were utilized, in our sample, in
only nine studies, for example, in voice call pretexting [2, 28,
30, 194, 196] or social network interactions [180, 182, 184] (cat-
egory ‘other’ in Fig. 12). The effects of these active interactions
on cognition and attack success were, however, not thoroughly
investigated, leaving ample room for further studies, given also their saliency in recent attacks [6].

The mapping of attributes on the stimuli types shows that persuasion techniques (i.e., the exploitation of certain
human cognitive biases), have been covered in the literature across all stimuli types. The legitimacy attribute, i.e. the
stimulus being legitimate or non-legitimate, is often instrumented in an experiment as a control variable by collecting
samples of real deception attempts and legitimate communications, and by administering them to the participants
to assess their ability to judge the stimuli legitimacy [99]. This method is a popular and easy way to estimate the
susceptibility to SE attacks of a given population (cf. Section 4.5.6). However, the legitimacy attribute is almost entirely
investigated for emails and websites, but very seldom for other types of stimuli. Similarly, the look&feel of other types of
stimuli is also under-explored, for example, the case of instant messaging apps or SNSs is certainly worth to investigate
deeper given their widespread and the great potential for misuse [164]. There is thus a lack of studies exploring the effects
on elaboration and behavior of otherwise commonly investigated stimuli attributes (excluding persuasion techniques)
Manuscript submitted to ACM



Cognition in Social Engineering Empirical Research: a Systematic Literature Review 19

θp θw θs

ex
pe

rie
nc

e

de
m

og
ra

ph
ic
s

si
tu

at
io
n

pe
rs

on
al
ity

 tr
ai
ts

se
cu

rit
y 
aw

ar
en

es
s

vi
ct
im

 ty
pe

ex
pe

rie
nc

e

jo
b 

po
si
tio

n

affi
lia

tio
n

si
tu

at
io
n

de
m

og
ra

ph
ic
s

se
cu

rit
y 
aw

ar
en

es
s

at
ta

ck
 ti
m

in
g

si
tu

at
io
n

de
vi
ce

in
ce

nt
ive

lo
ca

tio
n

em
ai
l l
oa

d

pl
at

fo
rm

m
ul
tit
as

ki
ng

an
ti-

ph
is
hi
ng

 m
et

ho
d

ce
nt

ra
lis

ed
 in

bo
x

de
ci
si
on

 s
al
ie
nc

y

go
ss

ip
in
g

in
ve

st
ig
at

io
n 

ch
an

ne
l

lif
e 

do
m

ai
n

w
or

kl
oa

d

0
5

10
15
20
25
30
35
40
45
50
55
60
65
70

#
 p

a
p
e
rs

Fig. 13. Distribution of papers by parameter type and category.

on SNS, instant messages or voice calls. As mentioned in Section 4.3, other stimuli types represent a rich avenue for new
and sophisticated attacks that can capitalize on the diversity of media and mix personal and professional life domains.

A number of studies in our sample investigated defensive mechanisms against SE attacks as part of their experiments
(e.g., [1, 50, 55, 203]). Such studies often involved testing warning messages (as showed in Fig. 12) aimed at preventing
user deception. However, the type of warning message, i.e. the different designs and contents of such messages, was
seldom considered. This is at odds with the unclear effectiveness of many standard warning messages reported in the
literature [51, 187, 201]. Investigating warning types is important because effective warnings can help users make the
right decision when subject to SE attacks. The experimentation with new and un-intrusive warnings and interventions
(e.g., nudges) has been recently highlighted as a valuable opportunity to improve current defense techniques [64].

4.5.2 RQ5.2. What target and contextual characteristics have been investigated?

Fig. 13 shows the distribution of the studied target parameters. It is immediate to observe that the sheer majority of
investigated parameters fall into personal subject parameters (𝜃𝑝 ). Experience and demographics are the most commonly
studied personal parameters (40% and 38% of studies respectively), as they are traditionally included in experiments
with humans, e.g., age, gender, or level of security knowledge and training. The third most frequent parameter category,
situation, encompasses short-term cognition factors that are often situation dependent, such as perceptions of risk [67] or
self-efficacy [204] in a task.While such factors represent constructs related to the personal subjective dimension of a given
situation, these are not to be confused with 𝜃𝑠 which regard the contextual dimension of the circumstances of the experi-
ment, such as the environment [161], timing [52] or the concurrent activities of the participants [186]. Other personality
traits represent long-term factors, such as propensity to trust or the Big Five Inventory (BFI) personality measures [94]. A
number of personal subject parameters show consistent negative effects on SE susceptibility, such as experience [199] and
knowledge [76, 188], whereas others showmixed or no effects (e.g., age [137, 194], gender [137]). Subject parameters such
as curiosity and commitment are often reported to have a positive effect (i.e., they increase attack susceptibility) [123, 194].

Professional target parameters (𝜃𝑤 ) mostly consider subjects’ professional experience (15%) such as years of service
and security training in the working environment [96, 190]. Job position (e.g., student, professor, management, support
staff) is oftentimes used as a proxy for familiarity with the overall organization context [33]; however, this may introduce
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errors for newly hired professionals in senior positions [29]. Only one study in our sample evaluated effects of subject
parameters across different organizations (yielding mixed outcomes) [33].

The most common setting parameter (𝜃𝑠 ) is attack timing (10%), as employed in anti-phishing training studies. Only
three experiments (2%) measured the effect of different devices on which the stimuli is received: two field [183, 184] and
one lab experiment [121]; of these, the two field experiments reveal a significant positive effect (i.e., increasing the attack
success rate) of using a smartphone as opposed to a desktop environment. The lab experiment found no significant differ-
ences, albeit we note that it was carried out in a controlled office environment, which is far off from the ordinary context
that subjects experience in field experiments [121], making the two results hardly comparable. Nonetheless, the effects
of contextual factors (while relatively unstudied) may be decisive on the outcome of SE attacks, as highlighted in [69].

Overall, our first most important observation is the net tendency of the state-of-the-art to favour 𝜃𝑝 and 𝜃𝑤 char-
acteristics in their investigations. Whereas individual personal and work-related factors are undoubtedly important
in affecting the outcome of SE attacks, setting parameters (𝜃𝑠 ) are largely dismissed as of secondary importance both
in terms of quantity of studies that investigate such factors and their variability across the studies; indeed, hardly any
setting-related factor is constantly considered in the literature, despite their reported importance [69]. For example,
only four studies considered smartphone usage (grouped under device in Fig. 13), which is surprising considering
the popularity of mobile phones and the usability constraints they introduce both at the interface level [183] and at
the contextual level [159, 183] (e.g. multitasking while on the go).

The lack of studies considering setting-related factors may be partly due to the inherent difficulty to control for such
variables. Nevertheless, some studies were able to measure some aspects of the target’s context, such as workload [91]
or email load [191], or the life domains the targets are sensible to [113]. Studies from other disciplines, such as social
sciences, can provide valuable methodological insights. For example, a study on clinical reasoning asked participants
to watch video-recorded clinical encounters (treated with patient contextual factors related to emotional volatility and
language proficiency) and produce a diagnosis; the investigators then measured the effects of such factors on diagnosis
accuracy [117]. This methodology can be conveniently adapted to, e.g., laboratory experiments in SE where participants
are given a framing scenario for a task, but with modified contexts. This example illustrates that future experiments
may benefit from new techniques or techniques adapted from other disciplines to control promising contextual factors,
such as the operational setting in an organization or the shared vs. individual domain of current activities [69].

4.5.3 RQ5.3. What effects on perception have been investigated?

Perception deals with the translation of stimuli into percepts. This process can bring to a general or a more specific
set of percepts being loaded in a subject’s working memory, depending on how well the stimulus is aligned with
the target’s context [32]. Among the possible effects is the conditioning of perception with pre-attack and priming

operations prior the delivery of deceptive stimuli (cf. Section 2.2). Only a few papers in our collection study such effects
either for defense [36, 66, 68, 87, 93, 95, 137, 139, 141, 142] or attack [24]. From these studies, the effect of priming is
unclear. For example, Benenson et al. [24] do not find significant effects of priming on attack success (i.e., sending
SNS friend requests before actual attack). Many studies on priming in defensive scenarios [36, 66, 137, 139, 141, 142]
do find that priming has a significant positive effect, while other studies [36, 68, 87, 95] report no significant effect
of priming subjects before similar phishing classification tasks. Priming can also have an impact on the amount of
cognitive effort subjects employ in their defensive decisions [137]. Whether the opposite is true in an attack scenario is
still an open question. Albeit the considerable uncertainty around the effects on perception, related attacks can represent
an untapped extension of the attack surface exploitable by the attackers. Overall, priming for attack scenarios calls
Manuscript submitted to ACM
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for further experimentation; relevant techniques may be borrowed from the field of social psychology and cognitive
sciences such as social stereotypes [48] and subliminal triggers of affective reactions [193].

Only a few studies investigated the specificity of target-related information and contextualization in phishing
attacks [65, 81, 84, 99]. We find that most studies employ only a ‘general’ perception, whereas only two studies design
specific attacks likely to trigger highly-specific percepts in their targets [34, 170]. Overall, a detailed account of perceptual
mechanisms and their effects in the context of SE is still inconclusive. Once again, methods applied on perceptual and
memory-based influences [152] may be used to, for example, evaluate the performance in phishing classification tasks
of inexperienced users, or subjects acting under time constraints.

Furthermore, whereas the suggested social and cognitive sciences literature focusses on information-rich media,
such as in person or verbal communication, the SE literature has focussed mainly on written communication forms, i.e.,
emails and websites. This suggests that effects on perception may be partiularly relevant in verbal communication, i.e.,
vishing attacks as well as socially-rich written communicative such as SNS or lateral movement attacks in organizations.
For example, caller ID spoofing and internal/familiar entity impersonation can significantly increase attacker’s success
over voice calls [172], as also exemplified by recent vishing attacks in political cases [22] and recent mass social security
scams involving expats [54]. Similarly, the involved perceptual mechanisms in written attacks still have the potential
to make scams more convincing, such as friends recommendations on Facebook [85] or the specificity of tailored
scenarios [6]. We argue that this represents an opportunity to define a new research line to test and address new,
unconventional forms of attacks involving perception.

4.5.4 RQ5.4. What effects on attention have been investigated?

Attention modulates the conscious elaboration of stimuli, where the two types of central attention considered here
(exogenous and endogenous) influence the tendency of Elaboration to occur heuristically or consciously (cf. Section 2.2).
From Fig. 11, we can observe that only six works studied the effects on attention: five studies [125, 186, 188, 192, 198]
investigated the effect of attention type (endogenous, exogenous) and one measured the level of (endogenous) atten-
tion [149]. Wang et al. [188] and Wright et al. [198] employed surveys to find out, retrospectively, which attention
type has been engaged and showed a significant correlation between attention type and phishing susceptibility
(with exogenous attention leading to higher deception rates). On the other hand, only Morgan et al. [125] manip-
ulated the attention type by setting the experiment to (indirectly) set participants’ attention to be endogenous or
exogenous to the specific task. This study supports the effect of attention on lowering the amount of cognitive re-
sources deployment, with exogenous attention leading to higher chances of heuristic processing. Results in [149]
indicate a strong positive correlation between the ability to exercise sustained attention (closely related to endoge-
nous attention [155]) and the ability to correctly classify phishing websites. These studies signal a trend to associate
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Fig. 14. Distribution of papers by attention type across study types.

exogenous-like attention with higher attack success rates;
conversely, studies where (the degree of) endogenous
attention is explicitly evaluated are still lacking.

Fig. 14 presents a breakdown of attention types with
respect to experiment type. Laboratory experiments (and
surveys) almost always implies the use of endogenous
attention, while field experiments employ exogenous at-
tention. Studies marked as ‘ex,end’ involve both types
(e.g., [2, 82, 91]) or control for attention type [125, 192].
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Fig. 15. Distribution of papers by features related to Elaboration, Heuristic and Anomaly w.r.t. study types.

Overall, these observations indicate that attention can play a decisive role on the outcome of a SE attack. This
is particularly topical as practices such as the introduction of Bring Your Own Device (BYOD) to work settings, or
the employment of mobile devices for work-related and personal tasks alike may significantly affect the outcome
of an attempted attack. As these effects are widely understudied, this opens a large research gap calling for new
studies aimed at understanding how attention is affected by contextual factors of the target, such as device type or
physical environment, and the effects of this on attack susceptibility and possible countermeasures. Nevertheless, only
a handful of studies reproduced scenarios where attention can be reasonably manipulated (as in [125]) and related to,
e.g., matching of target parameters (as in [183]). Techniques to manage attention can be adopted from other fields, such
as parallel recognition tasks from cognitive sciences [111]. Being able to determine and control the kind of attention
deployed during laboratory or field experiments would allow an unprecedented step forward in the comprehension
of the mechanisms responsible for conscious and unconscious determinants of ‘right’ and ‘wrong’ decisions during
SE attacks. Furthermore, methods for defense would benefit from these advancements by, for example, developing
interfaces able to nudge attention to spot anomalies without negatively affecting the usability of applications [64].

4.5.5 RQ5.5. What effects on elaboration have been investigated?

To characterize and determine the boundaries of the effects on Elaboration that have been investigated and to shed
light on what has not been investigated in relation to the experimental constraints, we provide an overview of the
effects pertaining to Elaboration, Heuristics and Anomalies with respect to study type in Fig. 15. Across study types, the
most investigated features are cognitive biases, reasons for the adopted behavior, and cognitive effort. From the figure,
we observe that lab experiments are the preferred method to investigate features concerning elaboration. For example,
a phishing classification task by Parsons et al. [138] included open questions about participants’ reasoning for decision
making to develop a framework on user intention and actual behavior; Nicholson et al. [131] tested anomaly detection
with saliency nudges as treatments in an online lab task. Similarly, but in a more elaborate lab setup, Hale et al. [74]
explored heuristic activation and anomaly detection. Field experiments have also been adopted to study elaboration
features, especially concerning Heuristics: Williams et al. [191] investigated the triggering of cognitive biases by means
of persuasion techniques and reconstructed reasons to respond to or report a phishing email. In another phishing sim-
ulation, Caputo et al. [37] measured reasons for behavior and cognitive effort by interviewing “clickers and non-clickers”
after-the-fact. Interestingly, both studies reveal that subjects mentioned (correct and incorrect) strategies to quickly make
a decision. Standalone surveys and interviews are nonetheless employed to investigate some features of elaboration
Manuscript submitted to ACM
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Fig. 16. Distribution of papers by features related to Elaboration, Heuristic and Anomaly w.r.t. stimuli attributes.

such as heuristics usage, e.g. [185, 186], trust indicators or anomaly detection, e.g. [90, 143]. Measurements of effects on
elaboration and their relations to the outcomes of an experiment can be generally considered as indirect, given that such
measurements result from conscious, after-the-fact elicitation that may not always be accurate: people might have limits
in their motivation to report mental content of which they are aware; limits in their opportunity, given the circumstances

of a measurement; as well as limits in their ability and awareness (inaccessible mental content) [133]. Nonetheless, more
direct measurements have also been adopted in certain cases. For instance, cognitive effort has been measured as a func-
tion of time [137] or by means of eye-tracking devices [128], which are employed to identify visual focus areas during the
elaboration [120]. Additionally, several attempts to directly measure brain activity have been carried out with, e.g., fMRI
during phishing classification tasks [129, 130, 174], where, for example, brain areas responsible for executive functions
are more active when subjects are explicitly asked to evaluate phishing stimuli, than when asked to just look at stimuli
without judging [130]. However, performing such measurements is challenging as effects remain difficult to isolate [188].

Fig. 16 shows the interactions between features of elaboration and stimuli attributes. Persuasion techniques are
often implemented in the stimuli to trigger cognitive biases in the targets. The most investigated cognitive biases
are Scarcity/Urgency, Authority, and Liking, whose triggering is usually inferred from the outcomes of a simulated
attack. With this approach, however, it is difficult to control confounding effects stemming from each individual’s
characteristics and context (i.e., target parameters). To mitigate the resulting uncertainty, several studies implemented
additional measurements; for example, Parsons et al. [136] tested persuasion techniques and controlled for impulsivity
as a proxy of a subject’s propensity for heuristic or systematic decision-making. Similarly, Vishwanath et al. [184]
explicitly asked subjects for the “heuristics they generally use” in the designed scenario and which stimulus cues (i.e.,
picture and number of friends on a Facebook page) they pay attention to. Look&feel is often related to trust indicators in
heuristics; for instance, the lab experiment reported in [112] investigates how a webpage content and URL can influence
the process of consciously evaluating whether something is deceptive and which trust indicators subjects rely on when
classifying phishing. Look&feel along with pretext or other stimuli attributes have also been studied in combination
with persuasion techniques. For example, one study [20] relates look&feel characteristics and the subjects’ detection
of ‘anomalies’ in the same hypothesis. Similarly, the pretext used in the attack may be sometimes related to persuasion
techniques and consequently to cognitive biases [65]. In accordance with previous literature [162], we observe that
the effects of the pretext on elaboration are less explored (especially heuristic and anomaly activation) in spite of the
pretext being often regarded as an important explanatory variable in real and simulated attacks [69, 113].
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Fig. 17. Distribution of papers by behavior w.r.t. study types.

Nonetheless, nearly all studies concerning effects on elaboration rely on conscious elicitation to measure such effects.
To overcome the general limitations of conscious elicitation of elaboration, SE research may need to resort to implicit
measurement procedures (i.e., that do not rely entirely on conscious elicitation) [133], or developmethods able tomeasure
features when the processing phase is still ‘hot’, that is, immediately after a certain action is performed [64] (e.g., instant
feedback [163]). The present state of knowledge in social cognition provides a plethora of implicit measurement methods
and research evidence as summarized in [133], with applications spanning from organizational [173] to consumer
research [151]. The applicability and adaptation of such techniques to the SE domain remain, however, an open question.

4.5.6 RQ5.6. What types of behavior have been investigated?

Fig. 17 presents the distribution of behaviors considered in the extant literature across study types. Classification
of stimuli is the most studied behavior (e.g., phishing vs. legit emails) followed by clicking a link and submission of
sensitive information such as credentials. Whereas these are usually considered by themselves as proxies for deception
success (e.g., [37, 97, 188]), in general a single action may not necessarily lead to a security impact; rather, the impact
realization may depend on the resources of the attacker and the type of system (e.g, determining the success or failure of
a drive-by-download attack [101]), or on the characteristics of subsequent stimuli (e.g., a badly cloned website). Moreover,
visiting a malicious website does not currently represent a high security risk due to the countermeasures employed
most OS and browsers (such as the wide spread of Address Space Layout Randomization, auto-updates and phasing out
vulnerable technologies, e.g., Adobe Flash or Java), eventually leaving macros-enabled documents as the preferred attack
‘click-vector’ [43, 60, 177]. Yet, the assumption that a click corresponds to a security impact is oftentimes (explicitly)
made: “clicking [. . . ] deploys malware and opens virtual backdoors” [181], “the click of an email link can take users to

a fake site requesting login information” [84] or “expose the organization to a network of hackers” [91]. None of these
works, however, modeled or measured the actual compromise, information submission or exploitation by means of, e.g.,
submission forms or executables [63, 102]. Whereas relevant, the implicitly assumed threat model diverges significantly
from that of a ‘regular’ attacker (see, e.g., [26]), with unclear implications on the realism of the simulated attack
procedure (including the implementation of the pretext). An alternative to malware infection via link clicks is by means
of email attachments; yet, surprisingly, we find very few studies of this type. For example, only two studies employ
archive files as attachments [92, 163], other two PDF files with links [183, 185] and one with an HTML attachment [51],
whereas we find no study employing MS Office documents, despite their importance as delivery vector of malware [140].

A number of studies do distinguish link clicks from submission of information (e.g., [81, 102]), submissions only
(e.g., [33, 76]) or consider the opening of artefacts and executables (e.g., attachments [185] or downloaded files [81])
as measures of ‘success’. Generally, experiments considering two-stage scenarios (e.g., phishing email and a subsequent
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landing webpage, see Section 4.3) report lower success rates than one-stage studies [162]. This suggests that real
phishing success rates may be lower than otherwise reported by studies simulating only one attack stage. Finally, a
few studies recorded and investigated the act of reporting SE artifacts to, e.g., IT departments [37, 51, 70, 197], despite
reports being a valuable prevention and mitigation method [31].

The breakdown by study types shows that only a few studies investigate behavior using surveys or interviews. For
instance, interviews have been used to correlate classification tasks, clicks, and responses with other features such as
reasons for a behavior, indicators of trust in stimuli and identified anomalies (e.g., [37, 53, 199]). Interestingly, two studies
report remarkable differences between intention to click and actual clicks, finding rates in the latter higher than in the
former [82, 113]. However, surveys and interviews often do not consider other relevant behaviors, such as credential
submissions and opening/executing artefacts. Neither do lab experiments, except a small user study with attachment-like
artefacts [163]. Nevertheless, such experiments can be valuable instruments to capture user perception or decision
making, e.g., trust certain file types, enable macros in documents files or report attacks to IT departments. As an example,
a survey employing phishing emails with andwithout attachments reported that the presence of a file influences suspicion
and heuristic processing in the subject, and ultimately conditions the attack outcomes [185]. It is thus important to foster
investigations able to reproduce and measure such scenarios (e.g., with attachments) to get insights on what drives
such risky behaviors and to devise suitable un-intrusive methods for guide the user in the right decision for such cases.

4.6 RQ6: What interactions between cognitive features have been studied in empirical SE literature?

Fig. 18 reports the distribution of cognitive features that have been studied together, as defined in the hypotheses of the
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Fig. 18. Studied interactions between SE cognitive features.

sampled literature. It is worth noting that a data
point in this figure is an hypothesis evaluated
in a paper, as opposed to a paper; accordingly
the diagonal reports the number of hypothe-
ses that consider the respective variable. Inter-
actions between stimuli attributes and target
personal parameters 𝜃𝑝 , as well as personal pa-
rameters 𝜃𝑝 and work parameters 𝜃𝑤 , seem to
be commonly explored in the literature. For ex-
ample, pretext and persuasion techniques have
been investigated across several hypotheses to-
gether with gender and personality traits [4, 65],
or with job position and type of anti-phishing
training [93, 124]. Similarly, attributes and 𝜃𝑝

effects on Elaboration and Heuristics are also
commonly explored (reflecting stimuli attributes and personal characteristics being the typical means researcher employ
to measure the effects on Elaboration [181, 191], as also discussed in Section 4.5.5).

Studies investigating the interactions between perception and other cognitive features are, in general, rare (cf.
Section 4.5.3). The only interactions that have been studied are with the stimulus attributes (e.g., [95]), 𝜃𝑝 (e.g., [66, 137])
and to a lesser degree with Elaboration (e.g., [139]) and 𝜃𝑤 (e.g., [93]). Perception can be influential in SE attacks that
capitalize on exploiting the trust and expectations subjects place in certain media or platforms that are widely accepted
to be trustworthy. This is the case, for instance, of the attack delivered through the LinkedIn platform described in [6].
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𝜃𝑠 is also, perhaps more surprisingly, seldom considered in relation to other variables. Notably, no hypothesis in our
sample considered the effect of target setting parameters on attention and perception values, and very few evaluated
𝜃𝑠 effects on Elaboration (e.g., [86, 127, 159]). Similarly, we find large gaps between cognitive processing at Elaboration
and attention levels (e.g., [35, 149]), and little work explicitly studying the relation between anomalies and heuristics
with Elaboration dynamics (e.g, [76, 185]). Yet, insights on interaction effects with Elaboration and other features can
hold valuable implications towards the development of more effective anti-phishing education efforts. For example,
increased elaboration and attention to incoming email messages may not be an effective strategy in making the right
decisions and, perhaps, it is better to teach users to rely on only a few key elements in the message (e.g., the actual
address) [76]. On the same wave, studying the interactions with attention can increase the understanding of SE attack
processes, especially more complex processes which are otherwise more difficult to measure or reproduce. For example,
one can attribute an influential role to attention in highly interactive and fast-paced attacks, such as vishing attacks. A
notable case is an OSINT investigation in a high-profile political assassination attempt [22] where the deceiver deceives
his target into revealing information by means of authoritative impersonation (spoofing caller ID) and overloading
the target’s attention with several contextual details. These examples underline the relevance of gaps in the map of
Fig. 18, which clearly shows that the literature has been focusing on a rather narrow research space.

5 DISCUSSION

In the previous section, we have analyzed the collected studies on the various dimensions represented by our research
questions, as outlined in Fig. 3. In this section we summarize our findings and identify gaps in the literature and
promising directions for future work, thus answering our main research question.

Gap between real attacks and attacks simulated in the studies. Themain conclusion from our analysis is that real(-
istic) attacks are only partially reflected in the experimental setups employed by a large portion of studies, even by only
considering ‘untargeted’ attacks. The literature has achieved undeniably valuable results with a remarkable precision in
simulating the archetype of SE attacks: a phishing email with a malicious link. However, there are many more scenarios
that is worth investigating deeply, which are largely ignored by the literature (cf. Section 4.3). Moreover, several sim-
ulated phishing campaigns and classification tasks do not reflect the current threat landscape (cf. Section 4.5.6). Future
experiments should account for multi-step attacks that go beyond clicks only, such as submissions of credentials with
multi-factor authentication (e.g., MFA bombing [15]) or opening attachment-like artefacts. Lab experiments should accu-
rately reproduce the complete attack process, e.g. click then submit, and allow for interactive interfaces (such as hover on
links, reactive forms, etc.) over static screenshots of emails and websites. Further, modern-day attacks feature a diversifi-
cation of utilized media (cf. Section 4.3) and of the modality of their employment (cf. Section 4.5.4). Therefore, the need to
precisely simulate complex attack scenarios extends not only to multi-step, but also tomulti-modal simulations where at-
tack interactions may cross multiple media, applications and devices; for example, combinations of instant messaging and
websites [72], social networks and email [6] or QR codes [42, 179]. In addition, the gap between real attacks and studies in
empirical SE stems from the limited scoping of experiments to specific domains. For example, the majority of experiments
are conduced with participants drawn from university pools (cf. Section 4.2), while companies and institutions belonging
to other domains, such as governmental or industrial, are overall under-represented, albeit increasingly at risk of generic,
spear-phishing and tailored campaigns [19]. Yet, studies already observe that the effects of attacks can significantly vary
across organizations operating in different domains and, at the same time, across different roles in an organization [33, 69,
105]. We underline that assessing the state of target susceptibility in richer multi-step scenarios across different domains
and how newmedia can be weaponized is a necessary path towards filling the gap between real and simulated SE attacks.
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The SE attack surface is vast.While the gaps between real and simulated attacks mainly concern how simulations are
carried out, the gaps in the coverage of the SE attack surface regard which attack dimensions, and relative combinations,
have been investigated in the literature. Our study points out that the attack surface available to the attackers is
vaster than what the experiments covered thus far, and its exploitation by real attackers is growing wider. As shown
in Section 4.5.2, profession-related (𝜃𝑤 ) and setting-related (𝜃𝑠 ) parameters are seldom investigated in the literature,
perhaps because they are not easy to isolate and control particularly in in vivo experimental settings. Nonetheless, email
load, timing and, most of all, the relevant dimensions of a social or communicative situation are shown to significantly
affect the susceptibility of the targets [69, 162], and represent good candidates for experimentation in future research.
The most uncharted segments of the SE attack surface are the patterns and nuances of human cognitive systems
and, as highlighted in Section 4.5.3, effects of priming and specificity of percepts are still unclear. Similarly, studies
investigating attention suggest that it can play a decisive role in the outcome of an SE attack (cf. Section 4.5.4), although
possible vulnerabilities related to attention remain, at the moment, largely unexplored. Heuristics represent another
important avenue of exploitation of the human attack surface and have been moderately studied in the literature,
but almost exclusively as indirect effects of stimuli attributes (cf. Section 4.5.5). The dynamics regulating Heuristics

and Anomalies, and their interplay, require additional research particularly to evaluate the effect of different pretexts,
attack/target parameters, and multi-stage attacks on attack success (and defense effectiveness). For example, whereas
the literature suggests systematic processing is beneficial to thwart phishing attacks [76], it remains unclear under
which circumstance it is triggered during processing. Similarly, the power of ‘anchoring’ effects such as cognitive biases
are unclear, and specific methods to alleviate their effect have not been explored at the moment.

The exploitable attack surface, thus, appears to be much larger than the current coverage provided by the state of
the art. Addressing these gaps would allow an unprecedented understanding of the human attack surface that enables
SE attacks in the first place and support the design novel prevention techniques. To this end, we encourage further
experimentation covering uncommon attack scenarios of higher risk in the current threat landscape. Moreover, we
recommend to expand previous approaches to new or adapted techniques from cognitive science and social psychology
(e.g., [111, 133]) with the aim of capturing and analyzing target’s contextual and cognitive factors.

Studies are focused on a few experimental setups only.We find that the literature tends to employ certain experi-
mental methods with specific populations. Section 4.2 suggests that subjects from the general public are often associated
with lab experiments and non-university staff with, predominantly, field experiments. This may depend on the limita-
tions of recruiting procedures (e.g., for ethical reasons) or the need for a controlled environment. Moreover, the reviewed
literature tends to employ population-level targetization almost exclusively with field experiments, while generic-level
targetization is addressed by other types of studies, mainly laboratory experiments (cf. Section 4.4). This can make the
obtained results of limited explanatory power. In addition, the common methods to carry out SE experiments may not be
suitable to test hypotheses involving a variety of cognitive factors (cf. Section 4.5). This saturation of what can be mea-
sured or tested does not help filling the gaps between real and simulated attacks and to cover uncharted segments of the
SE attack surface. Some of these limitations may be mitigated for experiments in organization settings, where the investi-
gators may have access to fine-grained data to control (e.g., seniority or operational setting, cf. Section 4.5.2) or measuring
confounding variables (e.g., contextual factors specific to that organization). Field experiments with the general public
may be unattainable for ethical reasons. However, the research may gain similar insights with observational studies, per-
haps in collaboration with service providers as in [3, 206]. As some cognitive features cannot be measured quantitatively
and potential confounding factors cannot be fully controlled for, qualitative insights (especially as enabled by surveys
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and interviews) can shed further light on contextual factors as well as to qualify the effects beyond merely the metric of
choice. Therefore, we advocate for the inclusion of such instruments as part of the ‘standard’ phishing experiment setup.

Lack of common reference for targetization. We find that the literature is inconsistently referring to targeted
attacks while employing only general or population-level targetization. For example, the experiments in [24] and [126]
self report the use of individual and population-level targetization respectively, while these studies are classified as
generic-level targetization according to the criteria of Section 3.3. More in general, the adaptation of stimuli to the
participants depends on the target’s environmental and contextual factors which, in turn, are difficult to reproduce
across repeated measurements [69], as also thoroughly discussed in Section 4.5.2. This can draw confusion on the state
of research with respect to some types of SE attacks and the used terminology, such as phishing or spear-phishing,
where the reported results are, if not contrasting, inconsistent. For example, many studies tested spear-phishing, “social
phishing” or other variants of targeted stimuli yielding a significantly higher success rate vs. un-targeted control
groups [65, 72, 88]. However, there were also reports of targetization not yielding increased attack success rates where,
for example, users were more susceptible to emails with links to external severs than they were to email with links
to internal severs [27], and where attempts to individualize adaptations (e.g., saluting the recipient by name [89] or
congruently to expectations of participants [132]) were no more successful than generic emails [162]. The lack of
approaches for consistently gauging the level of the inherent targetization of the employed stimuli against a common
reference scale, or at least a common definition of targetization, makes a coherent interpretation and comparison of
these conflicting findings impractical. Therefore, we identify the need for upcoming SE frameworks to systematically
enable the measuring of sophistication (and thus targetization) levels of SE attacks. A first step in this direction is
provided by the framework in [32], which evaluates the parameters assumed by the attacker vs. those of the subjects,
thus providing a consistent accounting of the adaptation degree between stimuli, experiment subjects and context.

Inconsistent constructs of experimental outcomes with respect to the current threat landscape. Our analysis
shows an overall inconsistency in how the extant literature defines a successful SE attack. The experimental constructs de-
vised tomeasure the success rate vary, from study to study, between clicking a link, opening an attachment, visiting aweb-
page, submitting credentials, answering to an email, etc. However, each of these constructs arguably measures different
degrees of attack success and, conversely, leads to conflicting findings. This particularly concerns field experiments where
the attack success is approximated with clicks on links, which do not necessarily lead to a security impact, as discussed in
Section 4.5.6. Clicks or wrong classification of stimuli may result in a successful outcome for an attacker, and studies em-
ploying such measurements provide valuable results [141, 157]. However, ‘clicking on links equals attack success’, or ‘low
classification accuracy equals high susceptibility’, have become a common assumption that can lead to wrong or impre-
cise conclusions. Especially in the field of Information Systems or other disciplines that also investigate SE attacks (e.g.,
medicine [91], behavior sciences [84]) click rates are often adopted as the de-factomeasure of attack success. The inconsis-
tency of attack outcome measurements can bear important consequences on how research results are applied in practice.
Organizations use the results of simulations, i.e. click rates, to draw conclusions on their information security posture
and for policy making [100, 150]. When not applied carefully (e.g., in the design of embedded phishing training), this can
lead to adverse side effects, such as a false sense of security, making employees even more vulnerable to phishing [105].

Relevant factors often not controlled for. As we have seen in Section 4.5, some factors are especially difficult to con-
trol or measure, namely setting parameters (𝜃𝑠 ) as well as cognitive features such as Perception, Attention and Elaboration.
For example, keeping track of a large number of targets’ primary goals or concurrent events in a given time frame would
require an enormous monitoring effort, or measuring the state of cognitive features may be too invasive and infeasible
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with a large number of participants [13]. However, we argue that there are numerous opportunities to face such chal-
lenges by looking into the fields of cognitive science and (social) psychology. Supplementary techniques from such fields
can provide valuable methodological insights to investigate, for example, various effects of different contextual variables
in SE experiments [117], the role of priming [48, 193] and memory [156] in subjects’ perception or how their elaboration
can be influenced by attention [111], heuristics [23, 71] and anomalies [83]. Such an interdisciplinary approach to solve
problems in information security is well exemplified by the results obtained in usable security studies where concepts
and techniques, such as behavior change theories [118] and digital ‘nudges’ [168], have been successfully employed in
experiments to evaluate, for example, warning [112, 131] or training efficacy [102, 161], as also discussed in [64, 144].

5.1 Threats to validity

Internal threats. The cognitive framework adopted for our analysis [32] was distilled from mainstream theories and
models in cognitive science. Being this a diverse field with sometimes inconsistent usage of concepts and with ongoing
debates, the perspectives in cognitive science may vary with respect to different debates which are far away from
closed. Nevertheless, the framework abides by the most shared views in the field of cognitive science and lends itself to
a generic enough application to SE to avoid such risks, akin to what is done in previous work [122].
External threats. The search query used on the Scopus database to retrieve the body of empirical research could have
missed some relevant papers. We mitigated such a limitation by performing a reverse snowballing till saturation was
reached, and by running more specific queries on Scopus which showed no substantial difference in results. Further, we
encountered two main fields that contained the bulk of the reviewed papers: IT Security and Information Systems. The
description detail, scoping and comprehensiveness of publications in such fieldsmay vary and, thus, condition the applica-
bility of inclusion and analysis criteria. However, this is a reflection of the actual state of affairs in SE research andwe have
no reason to believe that our method missed other research fields (e.g., Human-Computer Interaction, Decision Support
Systems, Computer-Mediated Communications) that regard (empirical) SE with particular interest as the previous two.
This suggests that the collected sample well represents the current state of the art of empirical SE research on cognition.
Construct threats. Some works investigated variables related to Elaboration, Heuristics and Anomaly with multiple
other features in the same hypothesis. This can result in associations that might appear counter-intuitive, e.g. cognitive
biases are related to pretext and look&feel in Fig. 16. We argue that this still reflects the original intentions of such
papers and does not affect qualitatively the results of our review. Also, there could be bias and subjectivity in the
extraction and grouping of some variables, e.g., the clear-cut classification of study types, the adaptation levels of stimuli
or even features of cognitive systems. The authors iteratively discussed and confronted the ambiguous situations until
consensus was reached. More in general, this a common problem in similar articles, where the absence of an established
framework for classifying SE experiments poses such limitations [162]. To this end, we distilled our criteria from a
well-established cognitive framework specifically designed for the analysis of SE attacks [32].

6 CONCLUSION

This work provided a systematic review of the state of empirical SE research on cognition with the goal of advancing
the body of knowledge in the Social Engineering domain by identifying and characterizing the open gaps between the
features of human cognitive processes and empirical research in SE. To this end, we systematically analyzed 169 articles
from the wide and multidisciplinary landscape of empirical SE research along the dimensions of experiment design and
human cognition. By relating the findings of the analysis with the dynamics of real attacks and extant SE research, we
identified relevant insights and promising directions for future work.
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